UNITED STATES PATENT AND TRADEMARK OFFICE

UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office

Address: COMMISSIONER FOR PATENTS
PO. Box 1450

Alexandria, Virginia 22313-1450
WWW.uspto.gov

APPLICATION FILING or GRP ART

NUMBER 371(c) DATE UNIT FIL FEE RECD ATTY.DOCKET.NO TOT CLAIMS|IND CLAIMS

62/338,426 05/18/2016 130 084024.0104
CONFIRMATION NO. 1099

5073 FILING RECEIPT
BAKER BOTTS L.L.P.
2001 ROSS AVENUE R OO O A
SUITE 600

DALLAS, TX 75201-2980
Date Mailed: 06/03/2016

Receipt is acknowledged of this provisional patent application. It will not be examined for patentability and will
become abandoned not later than twelve months after its filing date. Any correspondence concerning the application
must include the following identification information: the U.S. APPLICATION NUMBER, FILING DATE, NAME OF
APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection. Please verify
the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please submit
a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

Inventor(s)
Nicholas Paul Dufour, San Francisco, CA;
Mridul Khan, Berkeley, CA;
Mark Desnoyer, San Francisco, CA;
Sophie Lebrecht, San Francisco, CA,;
Michael Rossiter, Oakland, CA;
David Henry Lea, San Jose, CA,;
Applicant(s)
Neon Labs Inc., San Francisco, CA;
Power of Attorney:
Hogene Choi--68145

Permission to Access Application via Priority Document Exchange: Yes
Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.

If Required, Foreign Filing License Granted: 06/02/2016

The country code and number of your priority application, to be used for filing abroad under the Paris Convention,
is US 62/338,426

Projected Publication Date: None, application is not eligible for pre-grant publication

Non-Publication Request: No

Early Publication Request: No
page 1 of 3



** SMALL ENTITY **
Title

Method for Clustering Novel Facial Images Based on Identity

Statement under 37 CFR 1.55 or 1.78 for AlA (First Inventor to File) Transition Applications: No
PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing
of patent applications on the same invention in member countries, but does not result in a grant of "an international
patent” and does not eliminate the need of applicants to file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordance with its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents” (specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it
can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,
this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific
countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may
call the U.S. Government hotline at 1-866-999-HALT (1-866-999-4258).

LICENSE FOR FOREIGN FILING UNDER
Title 35, United States Code, Section 184
Title 37, Code of Federal Regulations, 5.11 & 5.15
GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

page 2 of 3



set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Government contract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselves of current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed
from the filing date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
business investment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote and facilitate business investment. SelectUSA provides information assistance to the international investor
community; serves as an ombudsman for existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic development organizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business, visit http://www.SelectUSA.gov or call
+1-202-482-6800.

page 3 of 3



To: ptomail1@bakerbotts.com,ptomail2@bakerbotts.com,

From: PAIR_eOfficeAction@uspto.gov
Cc: PAIR_eOfficeAction@uspto.gov
Subject: Private PAIR Correspondence Notification for Customer Number 5073

Jun 03, 2016 05:42:03 AM
Dear PAIR Customer:

BAKER BOTTS L.L.P.
2001 ROSS AVENUE
SUITE 600

DALLAS, TX 75201-2980
UNITED STATES

The following USPTO patent application(s) associated with your Customer Number, 5073 , have new
outgoing correspondence. This correspondence is now available for viewing in Private PAIR.

The official date of notification of the outgoing correspondence will be indicated on the form PTOL-90
accompanying the correspondence.

Disclaimer:
The list of documents shown below is provided as a courtesy and is not part of the official file
wrapper. The content of the images shown in PAIR is the official record.

Application Document Mailroom Date Attorney Docket No.
62338426 APP.FILE.REC  06/03/2016 084024.0104

To view your correspondence online or update your email addresses, please visit us anytime at
https://sportal.uspto.gov/secure/myportal/privatepair.

If you have any questions, please email the Electronic Business Center (EBC) at EBC@uspto.gov
with 'e-Office Action’ on the subject line or call 1-866-217-9197 during the following hours:

Monday - Friday 6:00 a.m. to 12:00 a.m.
Thank you for prompt attention to this notice,

UNITED STATES PATENT AND TRADEMARK OFFICE
PATENT APPLICATION INFORMATION RETRIEVAL SYSTEM



U.S. PROVISIONAL PATENT APPLICATION

A Method for Clustering Novel Facial Images Based on Identity

Nicholas Dufour, Mridul Khan, Mark Desnoyer, Sophie Lebrecht, Michael Rossiter, David Lea
Neon Labs, Inc., 70 South Park St, San Francisco, CA

[0001] The following provides a technical description of particular embodiments of a
method (referred to here as FaceCluster) to group previously-unseen individuals with facial
images by embedding them in a distance-preserving vector space. The purpose of FaceCluster is
to provide real-time identification of images that contain famous or newsworthy individuals by
determining their proximity to a cluster with a large amount of members.

[0002] Traditionally, machine learning algorithms learn to classify known targets based
on a large corpus of training material. A very popular use for these algorithms is identifying
individuals (facial recognition). However, natural images of faces are unconstrained; they vary in
terms of the individual’s age, the lighting, and the orientation of their faces relative to the
camera, among others. Furthermore, nearly all algorithms rely on having other images of their
targets from the outset, so they can find them again in future images.

[0003] Now, consider the problem of the 24-hour news cycle, where a previously
unknown individual may become famous extremely rapidly. Or, consider the case of a
presidential election where already famous individuals quickly rise in prominence. FaceCluster
provides a novel means to (a) recognize images of the same, previously unseen person across
widely variable images and (b) detect the emergence of prominent, new individuals in a stream

of images.
Method Overview

[0004] FaceCluster operates in several steps:

1. Candidate faces are detected in images by a widely-used method, such as the
Viola-Jones face detector.

2. Those faces are then mapped to a feature space, which is the set of all points that
can be represented by all possible feature values or combinations of feature values.
For instance, if the features of interest are the outcomes of four dice rolls, then the
feature space has 4 dimensions and 6 values for each dimension.

3. The position of the faces in the feature space are compared to the position of other
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nearby faces in that feature space.

4. The number of nearby faces (“neighbors™) and the structure of their positions
allow the algorithm to determine whether they meet the criteria of a desired face.

5. Once the faces are grouped, there are a number of both automated and manual
options for identifying the grouped faces, including:

a. Grouped images are not labeled with an identity, but are simply returned in
groups to a human who can visually inspect and identify the person
represented by each grouping of images.

b. The model can also be trained with a tagged set of images of celebrities and
match these tagged images to the grouped images to identify each group of
images.

c. Or, images can be scraped from news articles and grouped using
FaceCluster. The articles can be analyzed to see which names appear most
frequently across the news articles within a given cluster. The most
frequently appearing name in a cluster’s associated news articles is declared
to be the identity of the group.

Learning a Feature Space

[0005] FaceCluster’s primary function is to learn a mapping from images of faces to a
vector of n values. These vectors form points in a “feature space” which has the following
property: the proximity of the two points, given by the Euclidean distance, relates the probability
that the two images are of the same person. Furthermore, the position of the image in feature
space is invariant to lighting conditions, or orientation, etc. In other words, it does not depend on
the explicit traits of the image but rather the identity of the face. Additionally, it is not necessary
to perform a registration operation on the face to cause it to be registered to a normalized
viewpoint before mapping the face to a feature space. The method outlined in this paper enables
faces to be mapped to a feature space without first manipulating the image to normalize lighting,
orientation, etc.

[0006] Because it’s not immediately clear what this feature space is, or how to perform
this mapping, we learn it implicitly from a deep convolutional neural network (DCNN) trained
on a corpus of face images whose identities are known but which are not constrained by the

sources of variance discussed above. Potential features that the DCNN can develop are based on
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the actual pixel values of the images, and therefore can be difficult to describe in human-readable
language. Human-understandable features can, but are not guaranteed to, include “face shape” or
“eye color”’; when the DCNN is mapping non-face images, features can, but are not guaranteed
to, include “sunsets” or “underwater images”.

[0007] Forcing the modification of the DCNNs feature space is not regularly done as
DCNNs learn their own feature spaces; each layer of the DCNN learns its own feature
representation, and the subsequent layers are built upon this representation—consequently, any
modification of an upstream feature space will result in the downstream layers being unable to
interpret the upstream layers’ inputs.

[0008] Despite this, there are a few methods of introducing or forcing a feature’s
inclusion in a feature space. One method of introducing or forcing a feature includes artificially
injecting features into the feature spaces during training by providing the target features as input
to higher lever layers of the DCNN. Though it is not guaranteed that the DCNN will consider
this information, it is possible to penalize the DCNN (via the loss function, described below) for
not placing a high enough importance on those data.

[0009] Another method of artificially introducing a feature can be done by after the
DCNN is trained. In this case, an additional algorithm—for example, a support vector machine

(SVM)—would be introduced to perform the actual inference on top of the trained DCNN.

Deep Neural Network

[0010] The core of FaceCluster is the deep neural network that powers the mapping from
images to feature space. Technically known as a deep convolutional neural network, it is
composed of layers of computational constructs that are termed “neurons,” and governed by
many hundreds of thousands of parameters. To teach the DCNN to perform this mapping, it is
trained.

[0011] The training process consists of iteratively showing the DCNN many images of
faces. In the case of FaceCluster, the training set is constructed with the goal of representing
variation in human faces across ages, gender, race, etc. When this same method is being adapted
for use with non-face image sets, the training set is populated with images relevant to the types
of images that the DCNN will be used to classify once it is trained. When constructing a training

set, there are two equally important considerations: that all dimensions of variance are captured,
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and that the variance is captured in proportion to how often that particular variation occurs “in
the wild” (i.e. in the real world). While the importance of these requirements is somewhat
mitigated by the capacity DCNNs have for generalization, these requirements are always a
concern.

[0012] Once the DCNN is trained, it passes its guesses to a /Joss function, which
essentially quantifies the degree to which the DCNN is right or wrong. The loss function is
described in further detail below. The DCNN accepts this quantity, and sequentially adjusts its
parameters in a way to minimize the chance of it making a similar mistake in the future: a well-
known process called gradient descent backpropagation.

[0013] We use a neural architecture termed “Inception” by its creators, Google. The
architecture was publicly released this year. It is important to remember, however, that

FaceCluster is largely agnostic to the architecture of the underlying net.
Loss Function

[0014] The loss function is the most critical element to producing FaceCluster, and it is a
modified version of a max-margin loss function, a type of hinge loss. The high-level intuition
behind the loss function is simple: it attempts to push apart the position of images from different
people in feature space while drawing images of the same person closer together. Thus, as
images of different people are close together or images of the same person are far apart, the loss
function is positive. The goal of training the DCNN is to minimize its loss function.

[0015] We now lay this out in precise mathematical terms. Suppose we are given 2N
images of N distinct individuals, with 2 images of each individual’s face. For each image, the
DCNN produces a vector of numbers of arbitrary length, resulting in 2N vectors. Further, let
each face be specified with f;; where 7 indicates the identity of the individual (from 1 to N) and j
indicates which image it is (either lor 2). Hence, f51 would be the first image of the fifth
person’s face. Additionally, we have a margin cutoff which we may arbitrarily set to 1 (or any
other value > 0). The loss is increased any time a pair of faces from two different people are
closer to each other than the corresponding pairs of the same two people’s images plus A. Le,,

given person a and b, whenever (for example):

fa1- fo1sfal- fa2-a
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or, equivalently,

fa1- fo2sfal- fa2-A

[0016] Thus, the loss from any pair of images from two different people a and b is given

E Z wax{ foi oy~ Fat Fab B0 bwmax{fas fog - For Sog A0

TR RTIN
where max(x, y) indicates the largest value (either x or y). Note that if a = b, the loss should be
zero;, the DCNN should not be penalized for them, and so the loss should not be a positive value.

However, we obtain:

L L max{foa - Fog ~ foa fog + 80 b wax{fas foy ~ Fot Joa + 8,0
IR E I3

= X 37 max{A, 03+ max{A, 0)
JE A

81,2 81,8

which is a positive value. So we introduce a bit of extra notation, the indicator function, 1{a #
b}, which is 1 when the condition is true (a does not equal ) and O when false (a equals ). We

will also adopt the notation:

5

)

§IE1R

to denote the sum over all combinations of 1 and 2 (i.e., 11, 12, 21, 22) as i and j. The full loss

function, J(6), where f1is the output of the DCNN, is given by:

N N
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[0017] An astute reader will note that as the number of people involved in the loss
computation increases linearly, the number of combination increases polynomially. In other
words, given & individuals, there are N (N — 1) = N? — N possible combinations. This means the
loss could grow much faster than the number of individuals as N grows large—since we don’t

want to penalize the DCNN more for using more faces, we also impose a normalization quantity:

. 1 1
Jif} = R z..«}_..( > e # 5*} mdx{;“ Sy~ Sy Fea AWM b uex{fos bo— Fog o Fas + 4, ﬂl‘ﬂ

sl fend 5632

which is our final loss function. To perform training, the rate of change in the loss with respect to
the input must also be computed (since this is the first step in gradient descent backpropagation).
We consider the derivative of J(6) with respect to an arbitrarily chosen image fq, ;. Fortunately,
while the equation might look formidable, its linearity makes the derivative easy to compute.

However, to reduce the size of the equations, let

Taip,jy = flaiyfwo.n — flaay flazy 4

and
o .
““““ R, Gibd FORETT {f @’ FINEN PR P A)
6fa.is'. T dfa i ' !
& : ‘ - .
3 R dh,d = {\fb,j - f(?&%&)}*{ﬂ'\(l!h} > 0}
fﬂ,,'si
with
)
"""""""" T = 55 Was  Jog = To o2~
}f{}sb j&i }fas<u’£ J_,
mwbu a,d Jtlji{“@ i, = G}
Thus we have:
i AL -
TO = gy 2o 0. 2 ek b mex(ron . 0) + max(m, s, 0))

awed Bl £ 3EER
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Considering the whole of J(6):

>
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{jfaz J(Xl-’ PR
by linearity
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[0018] There is not a set threshold to determine whether training is complete. If the
gradient were zero, it is likely that the DCNN has learned the dataset exactly, and not by
“understanding” the question but rather by overfitting, or learning how to respond correctly to a
specific set of questions at the expense of being able to respond reasonably to questions the
DCNN has not been asked before.

[0019] Proper fitting to the dataset is assessed by interrogating the DCNN’s performance
on data it has never seen before (or more properly, data it has seen but has not been allowed to
learn from) and for which there are known answers. For instance, one method of testing for
proper fitting when using a DCNN to cluster faces by identity is to hold out a number of
individuals whose identities are known a priori and then ask the DCNN to cluster them. Since the
identities of the individuals are known (but not by the DCNN), it is possible to assess the
DCNN’s performance exactly.

[0020] The data can additionally be partitioned into subsets if desired. This should be
done at random into a pre-determined number of subsets in a fixed proportion. This can be done
in order to produce a “testing” set comprised of unseen data that can be used to assess how well
the algorithm is able to generalize. Randomly partitioning the full dataset into a pre-determined
number of subsets can also be done when the DCNN has already been trained, but the trainer
wants to train the DCNN on new and additional images. It is important to note that the new
images must be integrated into the existing dataset via a random partitioning process. If the new

images are introduced to the DCNN for training without having undergone the random
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partitioning process (or if the dataset is partitioned into an arbitrary number of subsets), it can
result in an undue weight being placed on recent data at the expense of performance on earlier
data if the DCNN is trained serially; if the DCNN is trained in parallel on arbitrarily partitioned
datasets, there is no reasonable means of combining what the DCNN has learned, both because
the wvalidity of learned parameters cannot independently assessed and because relative

importance to information gleaned from each dataset cannot be assigned.
Other Applications

[0021] The methods described above can also be applied to the grouping and
identification of previously unknown non-human, non-face objects pictured in images with
varied lighting, orientations, etc. The broadest use of this technology is to individuate items in a
category in the presence of noisy data. Examples include: human faces, fruit in varying states of
decay, or clothing (which is flexible and can look and hang difterently on different bodies). In all
of these cases, FaceCluster would be able to accurately and efficiently group items with the same
identity (so, a particular celebrity, or apples both on the tree and rotting on the ground, or a
particular shirt on different bodies). This method could also be used, for example, to identify
faces or objects that are the least similar.

[0022] This method is most useful for categorizing or grouping people or objects based
on a single or restricted set of features that are otherwise difficult to separate from noisy features
or features of no interest. The method is particularly useful when the target set of features
themselves are difficult to articulate owing to their intuitive nature, as is the case with classifying
faces, for example. This method allows an algorithm to learn relevant features on its own instead
of simply learning features that have been imposed by human designers.

[0023] Another way to describe the utility of this method of classification is that is it
useful for detecting gradations within a category. So, this method is useful for identifying houses
built in the Craftsman architectural style, but is less useful for identifying the wider category of
all houses (versus schools or banks).

[0024] This method has a wide variety of applications. For example, this method can be
used to perform automated news analysis to identify online videos and images that are likely to
become “trending” or are on the cusp of trending, even before humans following the news are
aware that a story or person is trending. This could be done by scraping news websites for

images and video, grouping the faces that appear in the images and videos using FaceCluster,
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identifying the faces that are appearing most often, and using this information to automatically
identify articles, videos, and images being published that contain these prevalent faces and/or
identities. The identification of relevant news content being published can be done either through
the continued use of FaceCluster (which works for identifying people in images and video) or by
combining FaceCluster with the use of a simple text detector (for articles about the person of
interest where the article lacks an image or video of the person). In short, FaceCluster can allow
the user to infer relevant stories based on the presence in video or images of a face that
FaceCluster has identified as important or “trending.” The insight given by FaceCluster can
therefore be useful to a news site that wants to understand which articles to show on their home
page or to a large search engine that wants to understand which articles should appear first in a
search for the person or object of interest.

[0025] Because FaceCluster is able to accurately group faces invariant to age,
FaceCluster could also be useful for identifying missing people. FaceCluster can confirm
whether an image or video of a person matches existing images and video of the person
irrespective of the time elapsed between images. So, if the known images of a person depict that
person at the age of 10, FaceCluster would be able to accurately identify images of the same
person at the age of 25.

[0026] FaceCluster could also serve as the basis for a variety of novelty web applications.
For example, FaceCluster could be used to create an app that allows the user to input an image of
their own face, returning a list of the celebrities most likely to date the user based on the
appearance of these celebrities’ known former romantic partners. This would be done by using
FaceCluster to group the faces of a variety of celebrities into discrete identities as described
above, then by using a resource such as the Internet Movie Database (imdb.com) to map the
romantic relationships between the celebrities identified. The app would then match the face of
the user who has input an image into the app with celebrities with similar faces and would then
return to the user a list of people that the celebrity with the similar face to the user has dated,
thereby allowing the user to understand which celebrities are most likely to date them based on

the user’s unique appearance.

25346631 1 9



U.S. PROVISIONAL PATENT APPLICATION

Drawings and Descriptions of Drawings

[0027] Visualizing Automated Spatial Arrangement of Facial Images: Images are
produced by applying dimensional reduction on facial images after clustering from two feature
spaces to allow them to be represented in two dimensions. Figure 1A: The output of dimensional
reduction treating raw pixels as features. Images are arranged simplistically; from dark images
(top left) to light images (bottom right). Figure 1B: The output of the same dimensional
reduction on the features produced by the neural network. Note that faces are tightly packed
within-individual, and that distance between facial images depends on the person pictured, but

not the lighting, expression, rotation, etc.

Systems and Methods

[0028] FIG. 9A, and FIG. 9B illustrate exemplary possible system embodiments. The
more appropriate embodiment will be apparent to those of ordinary skill in the art when
practicing the present technology. Persons of ordinary skill in the art will also readily appreciate
that other system embodiments are possible.

[0029] FIG. 9A illustrates a conventional system bus computing system architecture 900
wherein the components of the system are in electrical communication with each other using a
bus 905. Exemplary system 900 includes a processing unit (CPU or processor) 910 and a system
bus 905 that couples various system components including the system memory 915, such as read
only memory (ROM) 920 and random access memory (RAM) 925, to the processor 910. The
system 900 may include a cache of high-speed memory connected directly with, in close
proximity to, or integrated as part of the processor 910. The system 900 may copy data from the
memory 915 and/or the storage device 930 to the cache 912 for quick access by the processor
910. In this way, the cache may provide a performance boost that avoids processor 910 delays
while waiting for data. These and other modules may control or be configured to control the
processor 910 to perform various actions. Other system memory 915 may be available for use as
well. The memory 915 may include multiple different types of memory with different
performance characteristics. The processor 910 may include any general purpose processor and a

hardware module or software module, such as module 1 932, module 2 934, and module 3 936
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stored in storage device 930, configured to control the processor 910 as well as a special-purpose
processor where software instructions are incorporated into the actual processor design. The
processor 910 may essentially be a completely self-contained computing system, containing
multiple cores or processors, a bus, memory controller, cache, etc. A multi-core processor may
be symmetric or asymmetric.

[0030] To enable user interaction with the computing device 900, an input device 945
may represent any number of input mechanisms, such as a microphone for speech, a touch-
sensitive screen for gesture or graphical input, keyboard, mouse, motion input, speech and so
forth. An output device 935 may also be one or more of a number of output mechanisms known
to those of skill in the art. In some instances, multimodal systems may enable a user to provide
multiple types of input to communicate with the computing device 900. The communications
interface 940 may generally govern and manage the user input and system output. There is no
restriction on operating on any particular hardware arrangement and therefore the basic features
here may easily be substituted for improved hardware or firmware arrangements as they are
developed.

[0031] Storage device 930 is a non-volatile memory and may be a hard disk or other
types of computer readable media which may store data that are accessible by a computer, such
as magnetic cassettes, flash memory cards, solid state memory devices, digital versatile disks,
cartridges, random access memories (RAMs) 925, read only memory (ROM) 920, and hybrids
thereof.

[0032] The storage device 930 may include software modules 932, 934, 936 for
controlling the processor 910. Other hardware or software modules are contemplated. The
storage device 930 may be connected to the system bus 905. In one aspect, a hardware module
that performs a particular function may include the software component stored in a computer-
readable medium in connection with the necessary hardware components, such as the processor
910, bus 905, display 935, and so forth, to carry out the function.

[0033] FIG. 9B illustrates a computer system 950 having a chipset architecture that may
be used in executing the described method and generating and displaying a graphical user
interface (GUI). Computer system 950 is an example of computer hardware, software, and
firmware that may be used to implement the disclosed technology. System 950 may include a

processor 955, representative of any number of physically and/or logically distinct resources
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capable of executing software, firmware, and hardware configured to perform identified
computations. Processor 955 may communicate with a chipset 960 that may control input to and
output from processor 955. In this example, chipset 960 outputs information to output 965, such
as a display, and may read and write information to storage device 970, which may include
magnetic media, and solid state media, for example. Chipset 960 may also read data from and
write data to RAM 975. A bridge 980 for interfacing with a variety of user interface components
985 may be provided for interfacing with chipset 960. Such user interface components 985 may
include a keyboard, a microphone, touch detection and processing circuitry, a pointing device,
such as a mouse, and so on. In general, inputs to system 950 may come from any of a variety of
sources, machine generated and/or human generated.

[0034] Chipset 960 may also interface with one or more communication interfaces 990
that may have different physical interfaces. Such communication interfaces may include
interfaces for wired and wireless local area networks, for broadband wireless networks, as well
as personal area networks. Some applications of the methods for generating, displaying, and
using the GUI disclosed herein may include receiving ordered datasets over the physical
interface or be generated by the machine itself by processor 955 analyzing data stored in storage
970 or 975. Further, the machine may receive inputs from a user via user interface components
985 and execute appropriate functions, such as browsing functions by interpreting these inputs
using processor 955.

[0035] It may be appreciated that exemplary systems 900 and 950 may have more than
one processor 910 or be part of a group or cluster of computing devices networked together to
provide greater processing capability.

[0036] For clarity of explanation, in some instances the present technology may be
presented as including individual functional blocks including functional blocks comprising
devices, device components, steps or routines in a method embodied in software, or
combinations of hardware and software.

[0037] In some embodiments the computer-readable storage devices, mediums, and
memories may include a cable or wireless signal containing a bit stream and the like. However,
when mentioned, non-transitory computer-readable storage media expressly exclude media such

as energy, carrier signals, electromagnetic waves, and signals per se.
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[0038] Methods according to the above-described examples may be implemented using
computer-executable instructions that are stored or otherwise available from computer readable
media. Such instructions may comprise, for example, instructions and data which cause or
otherwise configure a general purpose computer, special purpose computer, or special purpose
processing device to perform a certain function or group of functions. Portions of computer
resources used may be accessible over a network. The computer executable instructions may be,
for example, binaries, intermediate format instructions such as assembly language, firmware, or
source code. Examples of computer-readable media that may be used to store instructions,
information used, and/or information created during methods according to described examples
include magnetic or optical disks, flash memory, USB devices provided with non-volatile
memory, networked storage devices, and so on.

[0039] Devices implementing methods according to these disclosures may comprise
hardware, firmware and/or software, and may take any of a variety of form factors. Typical
examples of such form factors include laptops, smart phones, small form factor personal
computers, personal digital assistants, and so on. Functionality described herein also may be
embodied in peripherals or add-in cards. Such functionality may also be implemented on a
circuit board among different chips or different processes executing in a single device, by way of
further example.

[0040] Typically, a library such as TensorFlow, Caffe, Torch, etc. may be used. These
optionally employ another library called CUDA, distributed by NVIDIA, that executes
operations directly on a specialized hardware device called a GPU ('graphical' processing unit,
owing its name to their original use in rendering frames from video games).

[0041] The instructions, media for conveying such instructions, computing resources for
executing them, and other structures for supporting such computing resources are means for

providing the functions described in these disclosures.
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Figure 1A
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Figure 1B
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